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When the layer-line screen is discarded the crystal irradiation time required to expose a set of intensity 
data films with the precession camera can be reduced by an order of magnitude. Although the resulting 
diffraction pattern is too complex to be indexed by inspection, it can be readily interpreted by computer. 
The theory and practice of screenless precession photography are presented: mathematical expres- 
sions giving the film coordinates of recorded reflections are derived, the technique of film measurement 
with an automatic scanning densitometer is explained, the film-processing computer programs are 
described, the strategy for data collection is outlined, and intensity data measured by the screenless 
precession method are compared with data measured by an automatic diffractometer. 

Introduction 

The precession camera is used in many laboratories 
for measurement of X-ray intensity data. Usually, a 
layer-line screen is mounted on the camera to block out 
all reflections except those lying in a single plane of the 
reciprocal lattice; the films can then be indexed by in- 
spection and measured with a simple microdensito- 
meter. But, as we pointed out in an earlier communica- 
tion (Xuong, Kraut, Seely, Freer & Wright, 1968), the 
advent of the automatic densitometer directly linked 
either to a small computer or to a magnetic tape drive 
(Abrahamsson, 1966; Arndt, Crowther, & Mallett, 
1968; Xuong, 1969)makes it possible to dispense with 
the layer-line screen because the resulting diffraction 
pattern, although complex, can be readily indexed by 
computer. Such screenless precession photography of- 

fers advantages over normal layer-line screen preces- 
sion photography, particularly for crystals with large 
unit cells: the efficiency of data collection is greatly 
increased since all diffracted rays are recorded on the 
film; exposure time is cut down by an order of magni- 
tude because a smaller precession angle, e.g., 2 ° instead 
of 21 °, is required; and precise alignment of the crystal 
is not necessary in the absence of a layer-line screen 
(Xuong et al., 1968). 

We here present the theory and practice of screenless 
precession photography. We first derive expressions 
giving the film coordinates of recorded reflections, ex- 
plain the technique of film measurement, and then de- 
scribe the film-processing computer programs. Finally, 
we outline the strategy for data collection and discuss 
the quality of the intensity data obtained with this 
method. 
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Calculation of the film coordinates for recorded 
reflections 

In this section are derived expressions that relate the 
position at which a reflection is recorded on the film to 
the precession angle/1, the wavelength of the incident 
irradiation 2, the crystal unit-cell parameters, and the 
orientation of the crystal. Frequent reference is made 
to Fig. 1, a representation of the precession diffrac- 
tion geometry. The notation is similar to that of Buer- 
ger (1964) and is explained in the text. 

The film position of each reflection is specified by 
coordinates ( X , Y )  in a Cartesian coordinate system 
with its origin at O ', the point on the film which remains 
invariant during precession (the incident beam strikes 
the film at O'  when there is no film advance), and with 
the X axis parallel to the camera spindle axis (the 
positive direction is from left to right when viewed 
from the crystal). The position of a general reciprocal- 
lattice point, P, is described in three-coordinate systems. 

(1) The crystallographic reciprocal-lattice system 

OP = ha* + kb* + Ic* . 

(2) A Cartesian coordinate system with its origin 
at O, the origin of the reciprocal lattice, and with the 
x axis parallel to the film X axis, the y axis parallel to 
the film Y axis, and the z axis perpendicular to the plane 
of the film and directed toward the X-ray sources" 

x =  ha* + kb* + lc* 
y = hay + kb~ + Ic~ 
z = ha* + kb* + le* . 

* is the projection of the a* axis onto the x where a x 
Cartesian axis, etc. 

(3) A cylindrical coordinate system, (~,~0,~), again 
centered at O, and with the cylindrical ~ axis identical 
to the z axis of the Cartesian system 

' ° '  sP, REoF RE L CT,ON I 

/ P  I y 

F ig .  1. T h e  d i f f r a c t i o n  g e o m e t r y  o f  s c r e e n l e s s  p r e c e s s i o n  
photography. (a) Overall view. (b) Detailed geometry in 
the rational plane of the diffracting reciprocal-lattice point P. 

= (x 2 +yZ)l/2 

= tan-  1 y / x  

~ = Z  . 

The point P '  at which the scattered beam strikes the 

film is specified by vector O ' P ' = O ' S ' + S ' P '  where 
S'  is the foot of the perpendicular to the plane of the 
film from the center, S, of the sphere of reflection; the 
angle between this perpendicular and the incident beam 
is #, the precession angle. Thus the film coordinates 
of a recorded reflection are: 

---+ 

X = ( O ' S ' ) x + ( S ' P ' ) x  (1) 

Y = ( O ' S ' ) r + ( S ' P ' ) r  (2) 
---> 

where ( O ' S ' ) x  is the projection of O ' S '  along the X 
___>. ___> 

axis, etc. Now, O ' S '  and S ' P '  can be expressed in 
___>. ___> 

terms of vectors O . H  and H P  which, in turn, are direct- 
ly related to the position of the reflecting reciprocal- 
lattice point : 

-+ -+ S O '  --+ S O '  
O ' S ' = O T  ....... s o  ..... OoH.  s-O (3) 

-+ -+ S S '  
S ' P ' = H P . ~ H  . (4) 

The points O,, H, and P lie in the z plane, the rational 
reciprocal-lattice plane through the reflecting reciprocal 
lattice point P and parallel to the plane of the film. 
Points O, and H are the intersections of Oz and S S '  
with the z plane and point T is the intersection of S S '  
with the zero-level plane. Triangle O , H P  is redrawn 
in Fig. l(b). Substituting for O ' S '  and S ' P '  in (1) and 
(2), 

--+ S O '  ~ S S '  
X = ( O . H ) x  ~ + ( H P ) x  S H  (5) 

--> S O '  --> S S ' 
Y=(O.H)y - -S~  9- +(HP)y  S H  (6) 

Equations (5) and (6) can be put in more fundamental 
terms. Letting f =  SO ', the crystal-to-film distance, and 
noting that the radius of the sphere of reflections is 
1/2, we have S O ' / S O = f 2 .  From S S ' = S O '  cos Ix= 

f cos Ix and S H  = S T -  T H  = 1/2 cos Ix-  z = (cos Ix-  
z2)/2, we get S S ' / S H = 2 f c o s  Ix/(cos Ix-z2). Since O , H  

= O T =  1/2 sin/2, the x component of O,,H becomes 

1/2 sin Ix cosfl, where fl=angle xO, .H;  for (HP)x  we 
._+ 

use x - ( O , , H ) x .  Expressions for the y components 
follow and the coordinates of a recorded reflection can 
now be given by 

X = f s i n  tx cos f l + ( x -  sin Ix 
3. 

) f cos  # 
c o s f l ) - - - -  (7) 

cos # - z 2  
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2fcos/2  Y = f s i n  # sin f i + ( y -  sin/2 sin fl) (8) 
;~ cos /2-z~  " 

To determine angle fl = xO,,H= xO,,P + POnH we note 
that angle xOnP is the polar angle ~0 which is measured 
clockwise when viewed with the incident X-ray beam 
pointing toward the observer [see Fig. l(b)] and that 
angle a, the magnitude of angle PO,,H, can be derived 
from the law of cosines 

OnP2 + OnH 2 __ Hp2 ~2)2 + sin 2/2 -- sin 2 
COS ~X = = 

20nP" OnH 2 ~;t sin/2 
(9) 

since HP = 1/2 sin ~ and OnP = ~. From SH= S T -  TH, 
the relationship between ~ and/2 follows 

cos ~=cos # - z ~ . .  (10) 

There are two possible values for the angle fl, 

fl~=q~+a and f l2=~-c~,  (11) 

and both values must be used because each reflection 
is, in general, recorded twice on the film; this double 
recording causes the splitting of upper level reflections 
(see Buerger, 1964, p. 92). To minimize the splitting 
the film may be advanced by d toward the crystal along 
the film normal;  the film advance is determined em- 
piricaUy and is usually about 0.1 f.  Equations (7) and 
(8) may be rewritten to include d if we note that SS' 
becomes f cos # ' f i  while vector S'O' remains un- 
changed 

sin/2 cos fl~ 
X i - f  sin/2 cosfli + ( x -  2 ) 

x ( f  cos /2 - fi) (12) 
c o s / 2 - z 2  

sin/2 cos fla ) 
Y~ = f  sin/2 sin fl~ + ( y -  2 

x ( f c o s / 2 - d )  (13) 
c o s / 2 -  z;t 

• The portion of the reciprocal lattice that can be re- 
corded on a single film, for a particular orientation of 
the crystal, may be determined by examining both the 
theoretical limits imposed by the diffraction geometry 
and the experimental restrictions imposed by the size of 
thefilm and the size of the diffracted spot onthe film. The 
theoretical restrictions determine which reflections will 
give rise to scattering, the film-size restrictions determine 
which of the scattered rays will intercept the film, and 
the spot-size restrictions determine which of the recor- 
ded reflections must be rejected because they are either 
recorded only partially or  overlap each other on the 
film. 

In order for diffraction to occur at all, the following 
three conditions must be satisfied. (1) A reciprocal- 
lattice point must intercept the sphere of reflection. 
(2) Angle ~ must be real, i.e., from equation (10): 

- 1 _<cos #-z2_< 1. (16) 

(3) From triangle O,,PH, the magnitude of the polar 
radius vector ~=O,,P must be between the two 
values ~m~ = HP + O,,H and ~min = H P -  OnH for each 
reciprocal-lattice level. In other words, for each z 
plane 

se 

with i - 1 ,  2 for the two positions at which the reflec- SPINOLE AXIS 
tion is recorded. Usually the reflection splitting, de- 
fined by AX= X t -  X2 and A Y= I71- Y2, is small and a 
reflection is recorded at X =  (X~ + X2)/2 and Y= (I11 + 
Y2)/2. For  completeness, formulae for the Lorentz and 
polarization factors (Buerger, 1964) in the present 
notation are 

and 

1 

L, 
- ~  sin/2 sin a (1 + tan z # sin z fit) 

P =  1 - 2-2 t [(~2 + ~z)22 ] + ~ (~z + ~2)224 " 

(a) 

0 

(14) 

(15) (0 (c) 

Equations (9) to (13), together with the appropriate 
coordinate transformations, are sufficient to determine 
the film coordinates of a recorded reflection from the 
reflection indices, unit-cell parameters, and camera pa- 
rameters. We can thus index a film if we know which 
reciprocal'lattice points are recorded on it. 

Fig. 2. Sections through the origin of the reciprocal lattice 
drawn to illustrate the range of recordable reflections. (a) 
The region recorded on one exposure with precession angle 
t~. (b) Adjacent regions recorded on three successive ex- 
posures with the spindle dial advanced by 2 p. between 
exposures. (c) The region that cannot be recorded without 
reorienting the crystal with respect to the spindle axis. 
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Fig. 3. Typical screenless precession films• (a) Line up film. (b) Data film with a principal axis along the incident X-ray beam. 

[To face p. 2 3 8 2  
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Fig. 3 (cont.) (c) Data film taken after the spindle dial was rotated by 18 o from the orientation for film b. 
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1 (sin o+sin #) (17) ~m~, = ). 
and 

1 
~rnin-~- -/L- (Isin 0 - s in  #1). (18) 

Fig. 2(a) is a section through the reciprocal-lattice that 
shows, within the shaded area, the region satisfying 
the above conditions. Since the Figure is cylindrically 
symmetrical about the z axis, the complete region of 
the reciprocal lattice that can be recorded for a single 
orientation of the crystal is shaped like a shallow bowl 
which is thicker at the rim than at the center. The con- 
struction of Fig. 2(a) can be most easily understood if 
we consider the crystal and film to be fixed while the 
X-ray source, and hence the sphere of reflection, pre- 
cess about the z axis (this is equivalent to the normal 
precession of the crystal and film about a fixed source, 
since the relative motions of crystal, film, and source 
are the same in both cases). In any reciprocal-lattice 
plane containing the z axis, the maximum excursions 
of the center of the sphere of reflection during one 
complete precession cycle are $1 and $2. Thus, the po- 
tentially recordable portion of the reciprocal lattice 
lies in the region between the two spheres of reflection 
centered at St and $2. The only further restriction is 
the limit of resolution, R, shown in section by the circle 
of radius 1/R drawn about the origin of the reciprocal 
lattice. 

Experimental parameters determine which of the 
diffracting reciprocal-lattice points give rise to usable 
reflection intensities. If the diffracted ray is to be inter- 
cepted by the film, the film coordinates, X and Y, must 
lie within the area of the film. In addition, a complete 
reflection cannot be recorded for reciprocal-lattice 
points that lie too near the cut-off limits ~min and ~max- 
Only a portion of the diffracted ray is produced when 

is too near either of these limits, that is, if c, as given 
by 

C =f2l~max-- ~l (19) 
or 

c =f/],l~m,n -- ~l, (20) 

is smaller than the film spot size for this reflection. An 
additional reason for rejecting reflections that are near 
the cut-off limits is the rapid variation of the Lorentz 
factor in this area of the film. This is evident from ex- 
amining equation (14) and noting that the extrema in 

occur when ~ is either 0 or 180 °. Finally, reflections 
for which all or a part of the diffracted rays intercept 
the same area on the film cannot readily be used for 
measurement of intensity data. 

Film measurement  

There are two types of films used in data collection 
by screenless precession photography: (1) line-up pic- 
tures for the precise measurement of crystal orientation 
[see Fig. 3(a)] and (2) the actual data films from which 

integrated intensities are measured [see Fig. 3(b) and 
3(e)]. The exposure time required for line-up pictures 
is typically one fifth the exposure time required for data 
films. Near the edges of every picture are three dark 
reference points obtained by shining light through holes 
drilled in the back of the film cassette. These fiducial 
marks are easily recognized on the film because they 
are always darker than any reflections in the immediate 
neighborhood. The fiducial marks are used in four 
ways: (1) to aid in determining the crystal orientation 
from the line-up picture; (2) to distinguish the front 
and back surfaces of the film (the three marks form 
the letter 'L' when the viewer is looking in the direction 
of the X-ray beam); (3) to allow automatic determi- 
nation of the film orientation on the scanner by com- 
puter program; and (4) to allow determination of film 
shrinkage in both the X and Y directions. 

The three correction angles needed to specify the 
crystal orientation from the line-up films (Buerger, 
1964, p. 114) are determined from (a) the position of 
the zero-level circle relative to the center of the diffrac- 
tion pattern and (b) the angle between the near-hori- 
zontal crystal axis and the horizontal reference axis 
joining the two lower fiducial marks. The details of the 
correction-determination are presented in Fig. 4 and 
a typical line-up picture is shown in Fig. 3(a). The 
small-angle approximation used in the derivation of the 
equations in Fig. 4 (Buerger, 1964, p. 114) limits 
the magnitude of the correction angles ~01 and ~z to 
less than one degree for valid orientation determina- 
tion. The determination of the correction angles allows 
us to forego the time-consuming and tedious procedure 
of precise alignment of the crystal on the camera. 

Two data films are shown in Fig. 3(b) and (c). 
Fig. 3(b) is an a* projection with a relative spindle dial 
setting of 0 ° (r = 0°). In this film it is possible to recog- 
nize the individual levels (the zero level is obscured by 
the beam stop) and hence to index the reflections by 
inspection; the overlapping of adjacent levels does not 
occur until the fourth level. The reflections near the 
inner and outer edge of each level are only partially 
recorded (see equations 19 and 20) and usually appear 
relatively dark on the film since the corresponding re- 
ciprocal-lattice points pass tangentially through the 
sphere of reflection. The film in Fig. 3(c) was obtained 
from the same crystal orientation but with spindal dial 
rotated by 18 ° (z= 18°). It is evident that it is impracti- 
cal to index the reflections on this film without the aid 
of a computer. 

In order to accurately measure the entire range of 
diffracted intensities, a pack of two films is used for 
each data-film exposure. 

The digital scanning densitometer system employed 
for processing the data films (Xuong, 1969) consists 
of a rotating-drum scanning densitometer linked to an 
IBM 1800 computer equipped with a magnetic disk 
drive. In five minutes the scanner is able to scan an 
entire 5 x 5 in film, sampling it on a 200 x 200 ktm raster, 
and transfer the entire digitized film image (about 
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350,000 optical density measurements) to the computer 
to be stored on the magnetic disk. The optical density 
measurements range from 0"0 to 2.2, with 256 grey 
levels and the optical density reading is standardized 
against the incident light beam on every scanning line, 
thereby eliminating most of the instabilities inherent 
in optical density measurement. Because of the rapid 
access capabilities of the disk memory, integrated in- 
tensities can be efficiently evaluated from the digitized 
film image by computer programs. A series of nine pro- 
grams handles all the processing automatically; an ope- 
rator is required only to put the films on the scanner. The 
performance of the scanning system has been very satis- 
factory: the center of a sPOt on the film can be deter- 
mined with an accuracy better than + 100/zm; repeated 
measurements of the integrated intensity of the same 
reflection placed at different positions on the scanner do 
not differ by more than + 1% ; the individual opticalden- 
sity measurement itself has a precision of + 2 levels 
over the entire range of 256 grey levels; and, finally, 
the scanner has been in continuous operation for two 
years with very little maintenance and without a single 
major breakdown. 

Film processing programs 

There are two possible ways to index screenless pre- 
cession films: one is to determine the index from the 
position of the reflection on the film, as is commonly 
done for layer-line screen films, and the other is to 
calculate the position of the center of the spot from the 
indices of the reflection, analogous to the practice in 

Table 1. Film processing programs 
~cogram Function 

Repeated 

fop each 

film 

Generates indices for all reflections within a 
specified resolution limit and determines the 
film coordinates (X, Y) and Lorentz-polarizatlon 
factors fop the recoz~led reflections. 

Sorts all reflections on X and y. 

Eliminates all overlapped or near-edge mefleetions 
and stores the remaining reflections in file I of 
the disk. 

Accepts the optical density measurements from the 
automatic densitometer and stores them in file 
2 of disk. 

Measures the positions of the film fidueia± marks 
and determines the center and the orientation of 
the diffraction pattern. 

Estimates integrated intensities. 

Scales intensities f-Pom films I and 2. 

Sorts reflections in h, k, £ order. 

Outputs h, k, £, F2 and o for all observations. 

diffractometer data collection. The latter method is 
more practical since it avoids the intricacy of pattern 
recognition and the mathematics are straightforward. 
Accordingly, the film-processing programs index re- 
flections by generating all hld within the resolution 
limit and calculating the film coordinates of only the 
reflections that are recorded on the film [reflections 
satisfying the conditions of equations (16) t o  (20)]. 

A list of the nine computer programs that are used 
to process intensity data films is shown in Table 1. The 
programs are divided logically into three blocks of 
three prcgrams each, which are concerned with: (a) 
index generation, (b)film processing and (c) data mer- 
ging and output of results. The programs are general 
in that they will process films taken either with or 
without a layer-line screen. 

From the unit-cell parameters, camera parameters, 
and crystal orientation, the program V T N M  finds the 
indices, hkl, of all reflections that are recorded on the 
two films of the data-film pack. It then calculates the 
film coordinates (X, Y), the Lorentz-polarization fac- 
tor, and both the magnitude and direction of the spot 
splitting for each of these reflections. The program 
S O R T X  now sorts thesereflections into increasing 
order with respect to the film coordinates (X,Y) in 
order to allow program E L I M  to eliminate efficiently 
all overlapping and near-edge reflections. In the present 
version of the program these reflections are discarded; 
typically they constitute from 25 to 40 % of the total 
reflections on the film (Xuong et al., 1968). The remain- 
ing usable reflections are then stored on file one of the 
magnetic disk. 

After the above three preliminary programs are run, 
the darker film of the data pack is placed on the scanner 
and program S C A N R  is initiated. S C A N R  accepts the 
digitized optical density measurements from the scanner 
and stores them on file two of the magnetic disk. In order 
to automatically process this digitized film image, the 

Fig. 4. Schematic representation of the zero-level circle and 
the axes of the diffraction pattern (dotted lines) of a line- 
up film. The formulae for the three orientation correction 
angles are: 

( a -  b) 180 (c - d) 180 
~01- 4f × ~ - ,  ~02- 4 ~  × -~- '  ~03 = angle between 

a crystal axis and the axis defined by the horizontal fiducial 
marks. 
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computer must 'know' precisely how the film is posi- 
tioned on the scanner. Program SETA accomplishes 
this by finding the three fiducial marks on the film 
(these are darker than any adjacent reflections) and 
determining their location relative to the scanning axis. 
This program also determines the X and Y film-shrink- 
age corrections by comparing the distance between 
the fiducial marks on the film with the known distance 
between the holes drilled in the film cassette. 

The job of estimating integrated intensities is left to the 
program SAGON. This program first reads file one of 
the disk to retrieve the index and orientation-dependent 
information for the next reflection to be processed, in 
particular its calculated film coordinates. The optical 
density measurements of a small area of the film around 
this position are then retrieved from file two of the disk. 
The observed center of the reflection is taken to be the 
center of that 3 x 3 matrix of raster points which yields 
the highest sum of optical density readings when the 
center of the matrix is successively moved + 1 raster 
point in the X and Y directions from the calculated 
position (if the maximum sum exceeds a predetermined 
level, the difference between the calculated and ob- 
served coordinates of the reflection is stored and used as 
an empirical correction to be applied to the calculated 
coordinates of neighboring reflections). The program 
then calculates the integrated intensity from the optical 
density measurements which lie inside an area deter- 
mined by spot size and splitting (see Fig. 5) and esti- 
mates the background from the optical density meas- 
urements of the raster points immediately adjacent to 
this area (the background points always exist since 
ELIM rejects spots that are not separated by at least 
one raster point). The integrated intensity (minus back- 
ground) is multiplied by the Lorentz-polarization fac- 
tor and, together with the estimated sampling error 
and the reflection indices, stored in file three of the 
disk. 

The three programs, SCANR, SETA and SAGON 
must be repeated for the second film of the data film 
pack. However only 10 or 20% of the reflections on 
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Fig. 5. Integrated intensity measurements of reflections with 
different degrees of splitting. The dots represent the optical 
density sampling raster, the peak intensity is integrated 
within the entire shaded area, and the background is esti- 
mated from the immediately surrounding raster points. 
Sx(Su) and AX(A Y)are the spot dimensions and splitting of 
the reflections in the film X(Y) direction. For #=2.5 °, and 
f=75 mm, AX and A Y vary from 0 to about 1.5 mm. 

the second film are processed: reflections that are 
either too dark to be measured on film one or are needed 
for scaling the two films of the data pack together. 

Program SCAL scales the reflection intensities from 
films one and two and program SORTH sorts them 
into the desired index order. The intensity data are then 
output on either binary cards or magnetic tape. 

The above programs are now running on-line on an 
IBM 1800 computer using one magnetic disk. However, 
it is also possible to write the digitized film image 
directly onto a magnetic tape and have it processed on 
an off-line computer. Accordingly, some of the above 
programs have been rewritten for an IBM 360 com- 
puter by Dr G. Cohen of U.S. National Institutes of 
Health. 

D a t a  c o l l e c t i o n  procedure  

With screenless precession photography the general 
procedure for measuring a high precentage of unique 
reflections out to the desired resolution is to mount 
the crystal in a favorable orientation and then expose a 
series of films with the spindle dial setting advanced by a 
predetermined fixed increment between each exposure. 
In order to minimize crystal irradiation it is first ne- 
cessary to determine the optimum crystal orientation 
and optimum values for the camera parameters fand  p,. 

To assure minimum overlapping of reflection from 
adjacent levels the crystal should be oriented so that 
the longest real axis lies along the spindle axis. 

The crystal-to-film distance, f,  is determined once 
the desired resolution is selected. The resolution of the 
data is independent of # and depends only on the dif- 
fracting power of the crystal, the dimensions of the film, 
and the crystal-to-film distance (this is contrary to 
normal layer-line screen precession photography in 
which the resolution depends on p,). For proteins, the 
diffracting power of the crystal usually limits the reso- 
lution to 2 to 2.5 /~. The resolution limit and the size 
of the film determine the maximum f ;  this value should 
be used in order to minimize the overlapping of reflec- 
tions from different levels. 

To choose the optimum precession angle for a parti- 
cular crystal orientation and a particular f,  the first 
three computer programs shown in Table 1 are run 
with different values of #, e.g., with p+ varying from 
1 to 3 ° in 0.25 ° increments, in order to select the value 
that gives the greatest efficiency ratio. The efficiency 
ratio is the number of usable reflections on a film 
divided by the total number of reflections recor(led on 
that film (Xuong, et al., 1968). 

To determine the film-to-film dial setting increment, 
AT, it is nessary to examine the region of the reciprocal 
lattice that is recorded on each film. A section of this 
region is shown as the shaded area in Fig. 2(a). From 
this Figure it is evident that an immediately adjacent 
region of the reciprocal lattice will be swept out if the 
spindle dial setting is incremented by 2#; sections of 
three such adjacent regions are shown in Fig. 2(b). 
Because reflections near the edge of each level are only 
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partially recorded, they cannot be used and the prac- 
tical film-to-film dial increment should be reduced by a 
fraction of a degree, e.g., A T = 2 # - 0 . 5  °. With a parti- 
cular crystal mounting the total excursion of the spindle 
dial, or, in other words, the number of films required 
to measure the unique portion of the reciprocal lattice, 
obviously depends on the crystal symmetry. There is, 
however, a small region of the reciprocal lattice that 
will be missed if only one such series of films is exposed 
[see Fig. 2(c)]. Thus, to measure all the reflections in 
one asymmetric unit of reciprocal space a second series 
of films is required. For this series the 'next best' crystal 
orientation should be used. The two series of films will 
contain sufficient replicate data for good film-to-film 
scaling. 

Q u a l i t y  o f  t h e  d a t a  

During the last two years we have measured with 
screenless precession photography a total of 750,000 
reflection intensities from four different proteins. The 
current versions of the film-data processing programs are 
fairly primitive since they were written for an IBM 1130 
computer that has 8K of core memory and a single 
disk drive with one million bytes of storage. With more 
core and disk storage the sophistication of the programs 
can be considerably increased to achieve greater pre- 
cision and a higher data processing rate. 

With the present system the rate limiting step in the 
measurement o f  intensity data is the computer-pro- 
cessing of the digitized film image. This now takes 
about two hours per film and at this rate the system can 
handle the output of two precession cameras running 
full time. Since the disk is now referenced once for 
every reflection, most  of the computer time is spent 
accessing the disk storage. However, more core mem- 
ory will allow many reflections to be referenced at one 
time and will thereby considerably increase the pro- 
cessing rate. 

For three proteins, chymotrypsinogen A, cytochrome 
c2, and subtilisin, intensity data have been measured 
both with screenless precession films and with a Hilger, 
Watts four-circle automatic diffractometer. The repro- 
ducibility of the film and diffractometer data can be 
compared by examining the reliability factor 

: EIk,I,-(I>[ 
R ~  . Zk,I, 

where k~ is the scaling constant for a particular film 
or diffractometer data-collection shift, the summation 

is over all observations, and ( I ) =  1/N~. k~Ii is the 
average intensity for N observations of the same re- 
flection. The  reproducibility among the film data, 
among the diffractometer data, and between the film 
and diffractometer data is quite good as can be seen 
in Table 2. In general, the diffractometer data are more 
reproducible than the film data. However, the chy- 
motrypsinogen data are of equal quality and this prob- 
ably is due to the relatively longer exposure time used 
for chymotrypsinogen films. The reliability factors for 
both film and diffractometer data are very dependent 
on reflection intensity, but the reproducibility of re- 
flections with approximately equal intensity is indepen, 
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Fig.  6. Va r i a t i on  o f  the  re l iabi l i ty  f a c t o r  wi th  m e a n  ref lec t ion  
intensity for film (open circles) and diffractometer (crosses) 
data; (a) subtilisin and (b) chymotrypsinogen. 

R=~. [kdi-(1)1/~ kd~ as defined in the text. 
These statistics are from all replicated reflections for the parent proteins. 

Film Diffractometer Combined  
Number  of Number  of  Number  of  

observations R observations R obseravtions R 
14227 6"34 % 27989 5.86 % 45197 6.78 % 
27379 7.36 12922 3.88 42024 7.30 
89303 9-99 85934 4 .89  175663 8.32 

Chymotrypsinogen 
Cytochrome C2 
Subtilisin 

Table 2. Reproducibility of film and diffractometer intensity data from three proteins 
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dent of sin 0/2. Fig. 6 shows the variation of R with 
intensity for subtilisin and chymotrypsinogen film and 
diffractometer data. The shapes of the curves are typical 
of all data we have measured: at high intensity, the 
curves approach asymptotic minimum R values, but 
for weak reflections, the film R increases much more 
rapidly with decreasing intensity than the diffractom- 
eter R. This is not surprising because the error in the 
film data has a minimum floor owing to the constant 
sampling error (+_ 2 grey levels for each raster point 
measurement) whereas the error of the diffractometer 
data is proportional to I/L 

It is worthwhile to compare the quality of inten- 
sity data obtained from conventional (with layer-line 
screen) and screenless precession films. A meaningful 
comparison can only be made by using both methods 
to measure a significant number of reflections from 
the same protein. Unfortunately, such data are not now 
available. We can, however, compare the reproduci- 
bility of our data with the reproducibility obtained by 
the Stockholm group for horse liver alcohol dehydro- 
genase data (Werner, 1970). These data were collected 
on conventional precession films and measured with 
an automatic film scanner. Werner quotes an RF of 
2% for intense 001 reflections and an average RF of 
2.7% for 623 overlapping reflections out to 6.0A 
resolution. The range of Rv values for the most intense 
½ of our data is from 2.3 % for chymotrypsinogen 
(5041 observations) to 2.7% for subtilisin (13528 ob- 
servations); the Rv range for our 6.0 .A data is from 
4.3 % for chymotrypsinogen (714 observations) to 5.4% 
for subtilisin (4437 observations). It should be empha- 
sized that the screenless intensity data used for this 
comparison, and also for Table 2 and Fig. 6, were ob- 
tained from routine data films and that all applicable 
multiply-observed reflections were included. Based on 
the above unsophisticated comparison, we feel that 
the quality of data collected with screenless precession 
photography is nearly as good as that collected with 
conventional precession photography. On the other 
hand, crystal irradiation time is reduced by an order 
of magnitude with the new method. Furthermore, im- 
provements in data measurement and processing (see 
below) will make the quality of screenless precession 
data even better than it now is. 

The practical test of any data collection method is 
whether the clarity of the electron-density map it 
yields is sufficient for the purpose of a particular inves- 
tigation. In this context it was possible, without undue 

difficulty, to construct a Kendrew-Watson skeletal 
model of the chromatium iron protein HiPIP from an 
electron-density map obtained with data collected ex- 
clusively on screenless precession films (Carter, 1970, 
private communication). In addition most of the inten- 
sity data for the 2.5 A structure of chymotrypsinogen 
A (Freer, Kraut, Robertus, Wright & Xuong, 1970) 
were measured with screenless precession photography. 
The data for cytochrome c2 were used to screen heavy- 
atom derivatives and the subtilisin data are being used 
to extend the resolution of the present electron-density 
map to 2.0 A. 

As we indicated above, increased computer capa- 
bilities make possible many improvements in the film 
processing programs. Among the more obvious of these: 
(1) reduction of the film sampling raster from the 
present 200 x 200/zm to 100 x 100/~m will quadruple 
the number of measurements per spot and thus greatly 
increase the precision of the integrated intensities (un- 
fortunately this also quadruples the amount of disk 
storage required); (2) least-squares refinement of the 
crystal orientation angles for each film will help com- 
pensate for small crystal slippage that may occur when 
the spindle dial is advanced between exposures; and 
(3) better detection of the center, size, and shape of each 
spot will further increase the precision of the intensity 
measurements. 
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